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1 Motivation

For robots to assist humans in their daily lives in roles such as home assistants and caregivers for elders, they
must be able to reason about objects not observed in their current perceptual data. For example, if asked to
retrieve an apple stored inside a cabinet, the robot should remember where it was placed and that it must
first open the cabinet to grasp the object. Further if the robot picks up a box containing objects it previously
placed inside the container, it should know that these objects will move with the box, while those sitting
near the box will not. We desire for robots to maintain these models over many separate task assignments
from their operators in order to enable long-term autonomy.

2 Objectives

We advocate for using an unsupervised video object segmentation (UVOS)[1] algorithm to explicitly man-
age our object-oriented memory. Specifically, we examine incorporating an explicit UVOS-based memory
model into the framework from Huang et al. [2,3], which was an effective framework to learn relational
dynamics across varying object and environments. Key to its success is the ability to encode a variable
number of objects for a given observation using a graph neural net [2] or transformer-based encoder [3].
Prediction of relations enables the model’s use in logic-based task planning [4], where relations have proved
an effective means of communication between robots and humans [2,5–9]. However, the existing framework
assumes all relevant objects to be observable. We propose two ways to integrate predictions from the video
tracker of [10] with the relational dynamics prediction model of [3]. Both approaches augment the current
state estimate with information from currently unobserved objects for use in predicting inter-object relations
and action effects. One approach directly augments the latent space of the dynamics model by concatenat-
ing the previously predicted latent state tokens for unobserved objects with those currently observed. We
term this Latent Occluded Object Memory (LOOM). The second method, termed Direct Occluded Object
Memory (DOOM), directly augments the input point cloud with the previously observed object point cloud
transformed based on its previously predicted pose estimate.

3 Related work

Reasoning about object permanence is an important capability for robot manipulation [11–14]. Xu et al. [11]
and Ebert et al. [12] are the first ones to propose deep learning models to reason about occluded objects and
do downstream planning with the learned dynamics models. However, both of these approaches assume
goal images for planning which may not always be available from human operators. They additionally
examine only planar pushing tasks with only a single moving object at each time. Our work examines a
much more diverse set of tasks and skills, while also requiring only logic-based goal representations. Curtis
et al. [14] propose a system with modules that can estimate affordances and properties to perform multi-step
manipulation tasks with unknown and occluded objects. However, they assume complete object shape and
have many engineered modules including the affordance module.
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Table 1: Real World Planning Success.
Objects 4 5 6 7 all Distractors 1 2 3 all
DOOM 5/5 5/5 5/5 4/5 19/20 DOOM 5/5 4/5 5/5 14/15
LOOM 5/5 4/5 5/5 5/5 19/20 LOOM 4/5 5/5 4/5 13/15
[2,3] - - - - 0/20 [2,3] - - - 0/15

4 Approach

We assume the robot perceives the world as a point cloud, Zt, at each timestep t. The robot then takes action
At and receives subsequent observation Zt+1. At new observation Zt+1, some objects may have become
occluded and other, new objects may appear. Based on the history of observations and actions Z0:t, A0:t
we would like the robot to plan to achieve a goal, potentially involving previously observed, but currently
occluded objects. We define the goal as a logical conjunction of M desired object and environment relations,
g = r1 ∧ r2 ∧ ...∧ rM, rj ∈ R, where g denotes the goal conjunction, rj represents each goal relation, and R
denotes all possible relations. Our robot is given a set of L parametric action primitives A = {A1, . . . , AL}
where Al defines a skill, which has associated continuous skill parameters θl . For example, a push skill is
defined with parameters encoding the push direction and length, or a pick-and-dump skill is defined with
parameters encoding the grasp pose and dump pose. The robot’s planning task is defined as finding skills and
skill parameters τ = ((A0, θ0), . . . , (AH−1, θH−1)) that, when sequentially executed, transform the objects
so they satisfy all desired object and environment relations in the goal g. To solve this problem we propose
a novel memory-based neural network framework. Instead of taking the entire history of observations as
input, the model takes the current observation, Zt, current action (At, θt) and a compressed memory of the
previous observations Z0:t−1 and actions A0:t−1, and predicts the resulting relations r′t+1 and object poses
p′t+1. This enables our framework to remember the pose of disappeared objects after several actions. By
chaining together predictions, we can effectively perform multi-step planning. We propose two different
implementations of this framework called DOOM and LOOM, which respectively use a point cloud-based
encoding and latent space encoding to represent the memory, Q. For the details of our approaches, please
refer to [15].

5 Significance

We show how well our approaches generalize to a variable number of objects and then we show how the
framework’s performance in terms of generalization to different number of distractor actions in the real-
world evaluation in table. 1. Note that prior works [2,3] would achieve a 0% success rate on this evaluation
because prior works cannot plan to achieve goals including occluded objects. We show the diversity of the
tasks our approaches can achieve on our website https://sites.google.com/view/rdmemory.

6 Future Work

We identify several areas for future research. One promising idea is to integrate the tracker and planner and
train a full system end-to-end. For example, we could leverage the pose prediction from DOOM as a prior
for the tracker. We would additionally like to incorporate a mobile base requiring more complicated memory
management by coupling with some form of mapping and examine longer-horizon planning tasks.
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